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Abstract
We present and compare different approaches for cross-
variety speaker transformation in Hidden Semi-Markov Model
(HSMM) based speech synthesis that allow for a transforma-
tion of an arbitrary speaker’s voice from one variety to another
one. The methods developed are applied to three different va-
rieties, namely standard Austrian German, one Middle Bavar-
ian (Upper Austria, Bad Goisern) and one South Bavarian (East
Tyrol, Innervillgraten) dialect. For data mapping of HSMM-
states we use Kullback-Leibler divergence, transfer probability
density functions to the decision tree of the other variety and
perform speaker adaptation. We investigate an existing data
mapping method and a method that constrains the mappings for
common phones and show that both methods can retain speaker
similarity and variety similarity. Furthermore we show that in
some cases the constrained mapping method gives better results
than the standard method.
Index Terms: speech synthesis, dialect, transformation, lan-
guage variety

1. Introduction
Acoustic language transformation has received much interest in
the last years [1, 2, 3]. In general, it is the problem of transform-
ing a speaker’s voice into another language retaining speaker
identity. Language transformation has applications in speech-
to-speech translation and education. In this paper we consider
a restricted version of the problem where we want to transform
a speaker’s acoustic model into a model of the same speaker in
a different variety of the same language. A variety can be a di-
alect, sociolect, or accent. Here we apply variety transformation
to standard and dialect.

Although being a simpler problem, it still has an interesting
range of possible applications like language learning. If a user
wants to learn a certain variety Vlearn (dialect, sociolect, ac-
cent), a variety transformation system can transform his or her
variety Vuser into the target variety Vlearn. One can then use
samples of this voice for learning and comparison with speech
that is produced by the user. The main application of such a
system would consist in teaching the standard variety to speak-
ers with non-standard varieties but of course it is also possible
to use the transformation in the other direction. In this paper we
consider transformations between dialects, from the standard to
the dialect and from dialect to standard.

We have previously shown how to achieve a one-way trans-
formation between standard and dialect [4]. In this paper, we
consider one standard variety and two different dialects and per-
form all possible transformations. The modeling techniques de-
veloped here can further be applied to accented speech. As a
first method, we implemented a data mapping approach that
is described below and in [4]. We extend this data mapping
approach by a constraint-based approach where we map only

between models that are in an overlapping phone set. The ba-
sic idea of the second method is to exclude mappings where
the phones are common in the phone set but the representative
phones of the mapped models are different.

2. Data
In previous and current projects we recorded and annotated
phonetically balanced speech data in two dialectal Austrian
varieties from Innervillgraten in East Tyrol (IVG) and from
Bad Goisern in Upper Austria (GOI), as well as standard Aus-
trian German (AT). The data acquisition process is described
in [5, 6]. The main problems of recording dialect speech are the
missing orthographic standard that define how speech is pro-
duced from a written form, the missing linguistic resources, and
the speaker selection. In this paper we focus on transformations
between varieties.

Table 1: Non-existent phones in mapping.
Target variety

AT IVG GOI

AT - 49/90 (0.54) 58/100 (0.58)
IVG 35/78 (0.45) - 23/100 (0.23)
GOI 36/78 (0.46) 23/90 (0.26) -

Table 1 describes the phone set relations. If we want to
tranform AT to IVG, for example, we have to model 49 of the
90 phones in IVG that are nonexistent in AT. The higher the
ratio in the table, the more difficult we expect the correspond-
ing variety transformation pair. We can also see that the ratio
of missing phones is larger when we have the standard (AT) as
the source variety because the phone overlap between the two
dialects (GOI, IVG) is larger than the overlap between the stan-
dard and either of the two dialects.

3. Speaker-adaptive acoustic modeling
For speaker-adaptive acoustic modeling we used a version of
the HSMM-based speech synthesis system (HTS) as published
by the EMIME project [7] for our experiments. The input to
the system in the training phase is a training set of speech sig-
nal waveforms and corresponding full-context label files. These
labels contain symbolic representations (phones) of the speech
signal as well as contextual information like phonetic and lin-
guistic features. Using this input, speaker-adaptive Hidden
semi-Markov average voice Models (HSMMs) are trained for
all varieties. In the synthesis phase, labels from a test set are
used to generate a synthesized speech signal from the trained
models. Methods from text analysis can be used to generate
new labels. Multiple speakers can be combined in an average
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voice model. Speaker adaptation can then be used to derive a
speaker-specific model from this average voice model [8].

Five-state HSMMs are employed in our experiments. We
extract 40 mel-frequency cepstral coefficients, fundamental fre-
quency F0 (modeled as multi-space probability distribution
[9]), and a set of 25 band-limited aperiodicity measures from the
speech signal. Dynamic features were used to improve continu-
ity of the generated speech spectra [10]. The decision-tree based
context clustering technique as described in [11] and as avail-
able in HTS has been used to share model parameters across
multiple contexts. We use different sets of decision tree ques-
tions for each variety. These are partially handcrafted as well as
automatically generated from our phone set definitions.

4. Speaker-adaptive cross-variety
transformation

Here we present a cross-variety transformation system that is
based on a speaker-adaptive HSMM-based speech synthesis
system [7]. The system uses average voice models of the source
and target varieties for cross-variety transformation.

Based on the state-level transformation described in [2], we
integrated a state mapping mechanism into our cross-variety
adaptation system. Using data from multiple speakers in vari-
eties V1, for which also adaptation data exist, and V2, to which
the voice model should be transformed, we train average voice
models [8], denoted as AV G1 and AV G2, respectively. The
decision trees for those models will then be denoted asDT1 and
DT2, respectively. DT1 and DT2 actually consist of multiple
trees for mel-frequency cepstral coefficients, F0, aperiodicity
and duration for each of the five HSMM states. Since AV G1

and AV G2 were trained on different data with different (albeit
overlapping) phone sets, they also have a different decision tree
structure.

4.1. Data mapping

For every probability density function (pdf) A ∈ AVG1 , we
find a pdf B ∈ AVG2 which minimizes the Kullback-Leibler
divergence (KLD),

M(A) = argmin
B∈AVG2

KLD(A,B), (1)

which defines a mapping function M from AVG1 to AVG2 .

In Figure 1, an illustration of the relation between deci-
sion tree, pdf and KLD-mapping can be seen. For example,
“mcep s2 12” refers to the 40-dimensional pdf number 12 for
the mel-frequency cepstral coefficients in HSMM state 2. The
decision tree questions used in this illustration consist of two
parts. The second part is a phonetic symbol from our phone
set definitions, for example “t” as in “hat”. The first part of the
question can be “C” for center, “L” for left and “R” for right,
referring to the position of the phone in question.

In the actual system, multiple trees for the feature streams
for each HSMM state have been used, resulting in 15 deci-
sion trees and 5 additional decision trees for duration model-
ing. Also, a typical set of questions for the decision tree in our
case consists of 1,700 different questions. For example, we cal-
culated the mapping between an Austrian German (AT) average
voice and an Innervillgraten (IVG) average voice. This mapping
consisted of 13,808 pdf pairs. Therefore, the Austrian German
decision trees have 13,808 leaf nodes, making vivid visualiza-
tions and manual analysis difficult.
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Figure 1: KLD-Mapping between probability density functions
clustered by decision tree.

Using mapping functionM , we map the pdfs of the speaker
to be adapted from V1 to V2. This is implemented as described
in [2, 4].

4.2. Constrained mapping

In addition to the data mapping approach described above,
we also investigated a constrained mapping approach. This is
based on the idea that mappings should only be made between
the same phones, if existent in both varieties. We can however
not fulfill this constraint directly, since the mapping is not
defined on the phoneme level but only on the model (pdf) level.

To implement the constraint, we apply the following al-
gorithm:
For each pdf A ∈ AVG1 of a certain variety V1, we define
the representative phone r(A) as the center phone that is most
common in the associated full-context labels. Furthermore, we
define P (A) as the list of all center phones in all labels used to
train A. Figure 2 illustrates how r(A) and P (A) are defined.
First we find all full-context labels that have been used to train
the corresponding pdf. P (A) is then the set of all center phones
from this list of labels and r(A) is the center phone occurring
most often. Another possible method to calculate r(A) would
be to weigh each label with the number of associated samples,
as these have greater influence on the pdf estimation. Next we
constrain the mappings on the set of common phones. If the
representative phone r(A) occurs not only in phone set P1 of
variety V1 (as it does per definition) but also in phone set P2 of
variety V2, then we only map from A ∈ AVG1 to B ∈ AVG2 ,
if r(A) is in P (B).

So the common phone data mapping M(A) = B from
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mcep_s2_22
AV1
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r(A) = a:

P(A) = { a:, a, al }

Figure 2: Definition of representative phone p(AV1) and list of
all center phones pa(AV1).

AVG1 to AVG2 must fulfill the conditional constraint given
in Equation 2:

(r(A) ∈ P2)⇒ (r(A) ∈ P (B)) (2)

In other words, if the representative phone r(A) occurs in
both varieties, we discard all potential mappings M(A) = B
for which r(A) is not in the training data ofB. If r(A) does not
occur in both varieties, we keep all potential mappings (A,B).
Of the remaining potential mappings, the mapping with the low-
est KLD value as in Equation 1 is selected for further process-
ing.

A possibility to make the constraint stronger would be to
require that r(A) is also the most common phone in P2, so
r(A) = r(B). However, we did not evaluate this stronger con-
strained variant.

Figure 3 shows the percentage of 1-best and 200-best map-
pings between the different varieties that fulfill the constraint
given by Equation 2. n-best means the n mappings with the
lowest KLD score. To map from AT to IVG, for example, there
are 36% in the 1-best lists and 27% in the 200-best list where
the mapping is between equal phones if there is an overlap. The
relations here are similar to the nonexistent phones given in Ta-
ble 1. The smaller the phone overlap, the fewer mappings fulfill
the constraint.

4.3. Regression tree generation

For generating the regression tree, we use the algorithm as de-
scribed previously [4]. To build the regression tree, we delete
leaf nodes from DT2 and move their associated labels to their
parent node until the number of adaptation labels associated to
every leaf node is above a certain threshold. As these leaf nodes
then form the regression classes, this method assures that every
regression class contains a certain amount of adaptation data for
the calculation of the transformation.

We place labels from the data set of V1 into the leaf nodes
ofDT2 not according to their decision tree questions but to their
associated mapped pdfs. Using Figure 1 as an example, a label
from V1 that would be placed in “mcep s2 22” in DT1 will be

Austrian German - AT

36% 27% 26% 19%

Innervillgraten - IVG

Bad Goisern - GOI

50% 43% 23 % 18%

44% 38%

43% 35%

Figure 3: Transformations between varieties.

Table 2: Results of the variety similarity judgment part of the
evaluation.

Compared methods wins ties

DM : CPDM 31 : 27 82

part of the node “mcep s2 11” in decision tree DT2. Again
note that each label has one pdf associated for each available
decision tree, so this process is repeated on multiple trees.

We modified the regression tree building method of HTS to
reflect this strategy.

5. Evaluation
We conducted a subjective and an objective evaluation as well
as an analysis of specific cases. These will be described in the
following sections.

5.1. Subjective evaluation

To evaluate the two methods Data Mapping (DM) and Com-
mon Phone Data Mapping (CPDM), we have carried out a sub-
jective listening evaluation with 27 listeners participating (17
males and 10 females, aged 20 to 55, mean age 28.95), all native
German speakers from different regions in Austria, including
9 listeners from our target regions (East Tyrol or Upper Aus-
tria). The evaluation consisted of two parts. In the first part
we compared synthesized samples from the two methods with
a reference signal, and asked the listeners which synthesized
sample they found to be more similar to the reference signal in
terms of variety. The reference signal was a recording of the
same sentence spoken by a (different) speaker of the target vari-
ety. We assume that this experiment design allows that listeners
who are not themselves speakers of the target variety can still
judge the variety similarity. The results in Table 2 show that
method DM was considered more similar 31 times, CPDM was
considered more similar 27 times and 82 times they were con-
sidered equally similar to the reference. The difference in the
number of “wins” (31 vs. 27) is not statistically significant ac-
cording to a Bonferroni-corrected Pearson’s χ2-test of indepen-
dence (p > 0.58). This and the large number of “ties” suggest
that none of the two methods is superior to the other.

Additionally, we asked the listeners to specify the degree of
similarity concerning variety for the “winning” method (or both
methods, in case of a tie), by choosing one of the five options
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Figure 4: Frequencies of variety similarity votes for the two
methods. 1 means “very similar” and 5 means “very different”.

Table 3: Results of the speaker identification part of the evalu-
ation.

Method correct wrong undecided sig.

DM 91 35 14 *
CPDM 91 28 21 *

“very similar”, “similar”, “no opinion”, “different” and “very
different”. The results are given in Figure 4 as frequency bar
plots, where 1 means “very similar” and 5 means “very differ-
ent”. We can see that “similar” was the most frequently chosen
option. The number of votes for “different” can be explained
by the difficulty of the concept variety similarity, which often
includes a factor of authenticity. Authenticity can be affected
negatively by the overall quality of synthetic speech. Further-
more, there are listeners who are not native speakers of the tar-
get varieties.

In the second part of the evaluation, the goal was to as-
sess speaker similarity. We showed the listeners one synthe-
sized sample from one of the two methods and two recorded
reference samples. The two references were both the same ut-
terance in a variety different from the target variety of the syn-
thesized sample, one from the target speaker and one from a
randomly selected different speaker. The listeners were asked
to decide to which of the two references the synthesized sam-
ple sounded more similar in terms of speaker identity. The re-
sults are given in Table 3, where for each of the two methods,
the number of correct, wrong and undecided judgments are pre-
sented. For both methods, the number of correct speaker identi-
fications is statistically significantly higher than the number of
wrong speaker identifications (Bonferroni-corrected Pearson’s
χ2-test of independence with p < 0.001).

Again, the listeners were also asked to specify the degree
of similarity by choosing one of the five options “very similar”,
“similar”, “no opinion”, “different” and “very different”. The
results are given in Figure 5 as frequency bar plots, where 1
means “very similar” and 5 means “very different”. It can be
seen that while the number of votes for “similar” decreased for
CPDM compared to DM, the number of votes for “very similar”
increased.
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Figure 5: Frequencies of speaker similarity votes for the two
methods. 1 means “very similar” and 5 means “very different”.

Table 4: Results of the objective evaluation.

DM CPDM SD

Speaker µ σ µ σ µ σ

IVG 1 6.33 0.43 6.29 0.36 5.42 0.31
IVG 2 7.01 0.72 6.68 0.66 5.46 0.29
GOI 1 6.85 0.43 6.86 0.44 5.90 0.47
GOI 2 7.03 0.74 7.12 0.73 6.10 0.81

5.2. Objective evaluation

We also conducted an objective evaluation by calculating mel-
cepstral distortion between the trajectories resulting from the
presented methods and trajectories extracted from original
recordings. This was possible as we had recordings of standard
as well as dialect from some of the speakers. For the analysis
we used our AT test set consisting of 23 utterances. We trans-
formed two IVG and two GOI speakers to AT and calculated
mel-cepstral distortion between the synthesized results and the
AT recordings of the same speaker for the same utterance. The
samples were synthesized using the phone durations obtained
by automatic alignment of the test recordings.

Table 4 shows the result of this analysis for the four speak-
ers. It can be seen that the mean mel-cepstral distortion is lower
for CPDM than for DM for the IVG speakers while it is higher
for the GOI speakers. However, only the difference for speaker
IVG 2 is significant according to a Bonferroni-corrected Paired
t-test (p < 4 × 10−8). This shows that CPDM improves the
model for one speaker and does not corrupt the model for the
others.

We also trained speaker-dependent (SD) models (using 223
utterances) in AT for every speaker for reference. The mean
values and standard deviations for the speaker dependent mod-
els compared to the recordings can also be seen in Table 4. As
expected, all speaker-dependent AT models have significantly
(p < 2× 10−14) lower mel-cepstral distortion compared to the
cross-variety transformation models. This shows that the mel-
cepstral distortion metric covers aspects of speaker similarity.

5.3. Analysis of specific cases

When manually inspecting the synthesized waveforms, we
noticed structures that remarkably differed for the DM and
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Figure 6: Waveforms for “s” as recorded and synthesized using
DM and CPDM.
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Figure 7: Different F0 trajectory for DM and CPDM.

CPDM methods. When listening to these parts, we could find
glitches in DM that were absent in CPDM. While these glitches
were quite distinct, they did not seem to be the predominant
factor to influence scoring in the subjective listening test.

For an example, consider Figure 6. The highlighted sec-
tion of the waveform corresponds to the main part of the phone
“s” and is presented for the recording of a GOI speaker and an
AT speaker transformed to GOI using DM and CPDM method.

It can be seen that the waveform generated by CPDM is
smoother and more closely resembles the waveform of the nat-
ural “s”. In the DM version, the “s” has a crackling effect that
is absent in the CPDM synthesis. Analyzing the different tra-
jectories for this sample resulted in Figure 7. The ”s”-sound is
highlighted and it can be seen that the f0 values differ in this
region. DM produces a voiced region compared to the correct,
unvoiced region produced by CPDM. Reasons for this behavior
remain subject of further investigation.

Listening samples for some specific cases can be found on
the demopage1.

6. Conclusion and future work
We compared different approaches for cross-variety speaker
transformation in HSMM-based speech synthesis. The devel-

1Synthesis samples on http://userver.ftw.at/~mtoman/ssw2013/t

oped methods were applied to three different varieties. We
investigated a standard data mapping method and a mapping
method that constrains the mappings for common phones. In
the subjective evaluation, we saw that both data mapping meth-
ods can retain speaker similarity to a high degree and variety
similarity to a smaller degree. In the pairwise comparison we
did not see significant differences between the two methods.
This conforms with prior work where different data mapping
approaches also led only to subtle changes in the results [3].

We performed an objective evaluation for the bi-lingual data
of speakers in two varieties. One of four speakers showed a
significant improvement in mel-spectral distortion for CPDM
over DM.

We also analyzed specific cases and reported one of them
in this article. Further analyses would be necessary to gain a
deeper understanding of these effects.
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